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ADAPTIVE MODELLING FOR
FORECASTING ECONOMIC AND
FINANCIAL RISKS UNDER
UNCERTAINTY CONDITIONS IN
TERMS OF THE ECONOMIC CRISIS
AND SOCIAL THREATS

O6’ckmom docuiocenis € COUianbHO -eKOHOMIUMI NPOUECU 8 KOHMEKCMI CMPYKMYPHUX NePemBEopeiy, ujo 6i00y -
BAI0OMBCSL GHACAIO0K CYCNINLHO-NOAIMUUNOL Kpu3u 6 kpaini. Q0num 3 naubiivue npobieMHux Micyb € 6i0cymuicmo
KOMNILEKCHO020 OOCHIONCenHs ma 0OTPYHMYBANH 3ACMOCYBANHA THCMPYMENMIE NPOZHO3YEANH NOMEHYTIHUX
3a2p0o3 Y eymanimapniil i couianvuitl chepax ma GUHAUEHHI WAAXIE iX NOOOLANIHS, CNPAMOBAHUX HA CTNAOIILHULL
ma no3umueHull po3sUMox HayioHAaIbHOT eKOHOMIKU.

B x00i docnidacenist 6UKOPUCTNOBYBANUCH CUCTREMHULL AHAL3 MA eLeMenmu Meopil cucmem, Memoou mamema-
MUYHO20 MA EKOHOMEMPUUHO20 MOOentoganns. CUCTeMHUL aHAi3 Ma Meopis CUCTEM BUKOPUCTIOBYHOMbCSL Ollsl
BUBUEHIS CMANY MaA NOBEOIHKIU HAUIOHAILIOT eKOHOMIKU ma ii nidcucmem 6 CYyuacHux YMosax HeeuU3Hauenocmei
ma pusuKie, xapaxmepnux 0ns COULAIbHUX NOMPSCIHL Ma cmpykmypuux 3min. Memodu mamemamuunozo i cma-
MUCUUN020 MOOCII06AHN MA Meopii NPUiHAMmMS piwens OYiu eUKOPUCAN] 0N NPO2HO3YEAHs PO3CUMKY
HeCMauionapHux HeJiHiUHUX NPouecis, wo xapakxmepni 0is Cyuacuol YKkpaincokoi eKoHoMIKU.

Posznsanymo npobaemy po3pobru memodie supiuiernis 3a0au MoOe06aANIs MA OUIHKU OKPEMUX TMUNIE PUSUKIE
3 MOJCIUBICTNIO 3ACTNOCYBANIA ANLMEPHAMUCHUX MeMO00i8 06POOKU danUX, MOOCLI08ANH MA OUIHKU NAPAMEMPIs
i cmamie nauionaivroi exonomiku ma i CKIA00BUX Y CYUACHUX YMOBAX CYCNILLHO-NOJIMUUHUX NEPEeMBOPEHL Ma
cmpyxmypHux pepopm. /1 mozo, wod 3Haimu <HauKkpawy» Cmpyxmypy Mooeii, peKoMeHoyemvbCst 3acmocy8amu
adanmuei cxemu OUinI08anI s, SIKi nepeddauaoms asmoMamuutull NOWYK i BU3HAYeHOMY 0iana3oni napamempie
cmpyxmypu modei (mun po3noodiny, SMeHmenHs PO3MIpHocmi MoOeli, 4acosi iazu ma neiniiunocmi). 3anponono-
sami cxemu adanmueHol OuinKu maxoic 00NOMazaiomv PO3KPUMIL CMPYKMYPHI Ma Napamempudii He6U3HAUEHOCT.
3anpononosana 3azarvia memooonozis npusnavena 0ns supiuenis 06panoi npobiemu npozHo3Yeanis OUHAMiu-
HUX MPOUECI8 Ma OUIHIOBANIHS KIIbKOX U6 COUIANDIO-EKOHOMIUHUX MA (PIHANCOBUX PUSUKIE 3 BUKOPUCTIANHIM
BI0NOBIOHUX CIMAMUCTIUYHUX 0GHUX 8 KOMN IOMEPHUX CUCMEMAX NIOMPUMKU NPUTLHSMMSL PIUleHD.

Pesynvmamu docnioacenns 6yoymov Kopuchumu i O4st inuux xkpain, 0e 6i00yearmvcs anailoziuii npouecu.

Kmouosi cnosa: adanmusne modenosamnis, i0enmuikauis HeeusHauenocmi, OuinKa pusuxie, cucmema nio-
MPUMKU NPUUHAMMS PilletD.
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1. Introduction

Today in a complex socio-political and economic situa-
tion in terms of growing influence of external factors,
presence of uncertainties and risks there exists a problem
of anticipating potential threats in the humanitarian and
social spheres.

The problems of preventing losses and providing re-
sponse to potential risks, promoting the growth of national
economy and the welfare of the citizens and not to worsen
the ecology situation are complex and characterized of the
different uncertainties. The complexity of decisions regar-
ding these tasks is in the presence of significant amounts
of quantitative and qualitative information, various un-
certainties, and existence of complex causal relationships
between the factors.

To solve these problems, the methods of choice and
justification of specific techniques to solving selected prob-
lem of mathematical modelling and forecasting dynamic
processes under study are selected and applied. Forecasting

and estimation of several kinds of risks for socio-economic
systems using appropriate statistical data, and provide
examples demonstrating how these methods could be ap-
plied in decision support systems were performed. The
proposed methods provide an integrated analysis of factors
and risks on the development of the situation in different
spheres of national economy. That is why all the tasks
of this study are very up-to-date.

2. The ohject of research
and its technological audit

The object of research is nonlinear and nonstationary
economic and financial processes taking place in condi-
tions of uncertainties and risks that take place under the
influence of structural transformations as a result of socio-
political crisis in the country.

Development of national economy in the context of
reforms, as noted by many authors [1-6], is accompanied
by various uncertainties which increase the probability of

.
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risks arising from the adoption of wrong control decision.
Therefore proceeding from the position of the general theory
of systems [1, 7, 8], and given that the socio-economic
system has a hierarchical structure, its information model
can be represented as follows:
SOZS1'SZ""'Si""Sm7 (1)
where S; is i-th hierarchical level; m is a number of hierar-
chical levels; and:
Si:<MivaRi)Xiinvfiy(pi>y (2)
where M;, P;, R; are the sets of real objects, subjects and
subsystems on i-th hierarchical level; X;, Y; are the sets of
internal and external parameters of the system of the i-th
hierarchical level and external environment; ¢;, f; are the
functions, that determine the relationship of appropriate
parameters on m levels as follows:
Qi X, >V fi:Y, Y. 3)
Starting from the fact that the problem under study is

complex and weakly structured, and the studied system is
complex hierarchical, this research is performed according

to the scheme presented in Table 1.

Table 1

The sequence of stages for predictive modelling of risks for socio-economic

and financial processes using an adaptive approach

Phase and number
of the stage and actions
performed on this stage

Stage requirements

1. Collection and processing
of statistical data of socio-
economic indicators

Organization of collecting the information from
different sources, providing uniformity of files
and forms for information collecting; clarity,
precision, uniqueness and completeness of
data, preliminary verification of guality of
gathered data at the place of their collection

2. Formation of databases

Providing security and confidence for data
in the databases, analysis of efficiency and
reliability of data transmission

3. Pre-processing, forma-
lization and structuring of
data sets

Data quality testing (completeness, homoge-
neity, information content), formalization of
data in the system (standardization of presen-
tation forms). Alignment with requirements of
data analysis methods, forming of information
repository for centralized processing

4. Statistical analysis of data,
model construction, estima-
tion of forecasts and possible
risks of losses

Ensuring uniqueness of interpretation of the
results obtained, analyzing quality of the con-
structed models and the guality of estimates
of forecasts using a set of relevant statistical
characteristics of quality. Selecting the best
method for evaluating the structure and pa-
rameters of mathematical models (ordinary
least squares, maximurm likelihood estimation,
Markov chain, Monte Carlo)

5. Analysis of results; risk
management, providing rec-
ommendations for possible
improvement of current re-
sults

On the basis of the constructed models for
estimating the forecast for subsequent periods,
establishing of objective causes and factors
influencing the results. Studying by analytics
and managers the results, checking their qua-
lity and reliability, using the results obtained
for the assessment and risk management, and
generating recommendations for application
them in further research

As it is represented in the Table 1, the uncertainties are
the factors that influence negatively over all steps of the
data processing and predictive modelling, risk estimation
and decisions generating directed towards minimization of
possible loss. In many cases, the researchers [8, 9] have
to cope with general types of uncertainties.

In addition, the need for handling uncertainties and
risks of a different nature requires more active use of
system tools in the decision-making process. Experience
shows [8—11] that the best results for assessing the risks
of processes are usually achieved using ideologically diffe-
rent methods, combined within a single computer system.

3. The aim and ohjectives of research

The aim of research is increasing the quality of pre-
dictive modelling of losses due to economic and financial
risks in conditions of economic and social threats.

To achieve the aim the following tasks were solved:

1. Choice and justification of applied techniques to
solving selected problem of mathematical modelling and
forecasting dynamic processes under study.

2. Forecasting and estimating several kinds of risks for
socio-economic systems using appropriate statistical data.

3. Development of methodological bases for adaptive
algorithm that provides a possibility for easy extension
by the new parameter estimation techniques, forecasting
methods, economy and financial risks estimation procedures
as well as decision alternatives generation.

4. Providing examples demonstrating how these methods
could be applied in decision support systems.

4. Research of existing solutions
of the prohlem

Many researches [2—6] are devoted to development of
methodological bases of predictive modelling for economic
and financial processes to the use of different approaches.
In the overwhelming majority of studies [7—11], the prob-
lems are considered in conditions of stable economic and
socio-political situation.

However, as noted in [1-5], there are significant dif-
ferences in modelling of these processes under influence of
various types of risks and uncertainties in terms of structural
changes and by the stable economy. It is noted [1-4, 11]
in condition of non-stable economic and socio-political
situation, economic and financial processes are not only
non-stationary and non-linear, characterized by seasona-
lity, but also there is a high probability of occurrence of
various types of risks. Also, the authors [2—6], noted, in
this terms, the previous state of the system cannot clearly
describe its condition and behaviour in the future. That
is why, the authors of [1] state that under such condi-
tions, the use of one, even well-developed methodology
in conditions of a stable economy, is not sufficient for
obtaining high quality forecast. The authors of [9-12]
have shown that under such conditions it is practically
impossible to form long enough time series of statistical
and other investigated indicators, there is a risk of presence
of a large number of data breaks, extreme values, non-
comparable indicators, external noise etc. In addition, the
data obtained through the survey are often noisy, and
contain gaps. And it is necessary to use preliminary pro-
cessing of input data.
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So there is a need for developing such method of pre-
dictive modelling, which would allow creation of system
models with given parameters. To solve all described tasks
it should be used a systemic interdisciplinary approach,
system analysis methodology and adaptive modelling. Good
opportunities for effective satisfaction of all requirements
are given by the use of these methods in a single compu-
ting system, as noted by [9, 13] that provides for enhanc-
ing the overall behavioural effect for specific applications
in the field of constructing models with statistical data.

Summing up it should be noted that the major dif-
ferences over the use of different approaches to predic-
tive modelling described in scientific literature can be
grouped as follows:

— application of systemic approach to the study of

socio-economic systems;

— construction of system models with given parameters;

— application of adaptive modelling method;

— use of DSS with specialized functions that implement

adaptive modelling techniques and lost data imputa-

tion.

Thus, the results of analysis of information sources
suggest that implementation of adaptive modelling me-
thodology for economic and financial processes will not
only improve quality of the forecasts. Its use in DSS [13]
will allow creation of universal, highly developed decision
support system with hierarchical architecture compatible
with the nature of human decision-making.

5. Methods of the research

Some types of economic risks are estimated with dif-
ferent modifications of well-known Value-at-Risk (VaR)
methodology that provides a possibility for reaching practi-
cally acceptable quality of risk estimates [8—12]. To analyse
financial risks the scoring models are widely used as of today:
linear and nonlinear regression, Bayesian networks (BN),
decision trees, fuzzy logic, factor analysis, support vector
machine (SVM), neural and neuro-fuzzy techniques, as well

as combinations of the approaches mentioned [7, 8, 11, 12].
But in conditions of economic reforms and social crisis
better results could be achieved by the usage of adaptive
estimation scheme [13]. To find «the best» model structure,
as it is recommended by [8, 13], it is necessary to apply
adaptive estimation schemes that provide for an automatic
search of model structure and its parameters.

The adaptive estimation schemes also help to cope
with the model parameters uncertainties. New data are
used to compute repeatedly model parameter estimates
that correspond to possible changes in the object under
study. In the cases when model is nonlinear alternative
parameter estimation techniques could be hired to compute
alternative (though admissible) sets of parameters and to
select the most suitable model using a set of statistical
quality criteria (Fig. 1).

To achieve reliable high quality final result of risk es-
timation and forecasting at each stage of computational
hierarchy separate sets of statistical quality criteria have
been used. Data quality control is performed with the fol-
lowing criteria: number of missing values; testing for outliers;
data normalization and filtering; computing extra indicators.

The procedure for assessing risks and uncertainties has
a situational iterative nature. Choice of different options
for the situation development and the degree of risk can
be interpreted by the decision making person in different
ways. The socio-economic process at the stage of constructing
mathematical models for predictive modelling is advisable to
present in the form of a model in the space of states [4]:

x(k)= A(k, k= D)x(k—1)+ Bk, k- d)u(k—1)+w(k),

z(k)= Hx(k)+o(k), (4)
where x(k) is n-dimensional vector of system states; k=
=0, 1, 2, ... is discrete time; u(k—1) is m-dimensional vector
of deterministic control variables; w(k) is n-dimensional
vector of external random disturbances; A(k, k—1) is (nxn)
matrix of system dynamics; B(k, k—1) is (mxn) matrix of
control coefficients.

( )
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Fig. 1. The procedure for adaptive model structure estimation
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The double argument (k, k—1) — means that the va-
riable or parameter is used at the moment k&, but its value
is based on the former (earlier) data processing including:

— moment (k—1);

— discrete time k and continuous time ¢ are linked

to each other via data sampling time Ty t=k T;

— d is delay time of the system under study;

— z(k) is vector of measurement of r elements;

— H(k) is matrix of coefficient of measurement (very

often it has a diagonal form);

— o(k) is vector of noise components (measurement

errors).

In order to reduce uncertainty in the form of influence
of two random processes w(k) and o(k), and to evaluate
non-measurable components of state vector, it is expedient
to use optimal Kalman filter [14]. In addition, in fore-
casting the risks of socio-economic processes, for repeated
evaluation of the system matrix, and covariance of two
random processes, it is better to use adaptive versions
of the filters.

The unified notion of a model structure is as follows [13]:

S ={r,p,m,n,w,l}, 5

where 7 is model dimensionality (number of equations that
constitute the model); p is model order (maximum order of
differential or difference equation in a model); m is a number
of independent variables in the right hand side of a model;
n is a nonlinearity and its type; w is stochastic external
disturbance and its type; [ are possible restrictions for the
variables and /or parameters.

In this case, model structure should practically al-
ways be estimated using data. When a model is con-
structed for forecasting let’s build several candidates
and select the best one of them using a set of model
quality statistics. To select the best model constructed
the following statistical criteria are used: determination
coefficient (R?), Durbin-Watson statistic (DW), Fisher
F-statistic, Akaike information criterion (AIC) and re-
sidual sum of squares (RSS).

The forecasts quality is estimated with hiring the cri-
teria mean squared error (MSE), mean absolute percentage
error (MAPE), Theil inequality coefficient (U).

To perform automatic model selection the combined
criterion could be hired. The power of the criterion was
tested experimentally and proved with a wide set of mo-
dels and statistical data. Thus, the three sets of quality
criteria are used to insure high quality of final result. So,
the adaptive estimation scheme for building the <«best»
model is based on the criterion:

" SSE
Vi (8,Dy ) = el + 20 1 o In [1 + NJ +
+ B{In(1+ MSE)+In(1+ MAPE)},

where 0 is a vector of model parameters; Dy is data in the
form of time series (N is a power of time series used); R? is
a determination coefficient; DW is Durbin-Watson statistic;
MSE is mean square error; MAPE is mean absolute percen-
tage error for forecasts; o, B are adjustment coefficients that
could be selected by a user or searched automatically by the
decision support system itself.

6. Research resulis

The methodology of data imputation in adaptive scheme
as proposed above was applied for short term forecasting
of agriculture development in Ukraine. The indices of
production of the main agricultural products in the period
within 1940—2014 [15] were used as the experimental data.
The forecasting quality was tested with the data related
to 2012-2014. About 10 % of input data is missing. The
method was proposed for data imputation based on the
use of the five available previous measurements weighted
by the coefficients selected in a special way. Several of
the coefficients were computed by the method analogous
to exponential smoothing.

Development of this sphere is represented by produc-
tion volume of the main agricultural crops. Using the
adaptive approach proposed statistical analysis of data,
model construction, estimation of forecasts and possible
risks of losses were provided. In computational experi-
ments observed the 11 agricultural time series and were
performed the steps given below:

1. Generating 5, 10, 15, 20, 25, 30, 35, 40, 45, 50 %
of missing data in the dataset.

2. For each variable were created ten samples each
of them contained missing values with the appropriate
portion.

3. Using various methods of imputation were the mis-
sing values filled. The best of them are follows:

Method 1. Usage of standard linear regression Xj=
=aptay-Xot ... tay-Xq1.

Method 2. Replacing by the average value computed
with the sample.

Method 3. Imputation of missing values by the values
calculated for each missing value as an average between
the first previous and the first subsequent values.

Method 4. For each missing value, based on the five
previous values, the mean is calculated using weighting coef-
ficients according to the principle of exponential smoothing.

For example, if X; contains missing value at time ¢,
then the substitution value will be calculated using the
formula:

X1(t)=0.5-X1(t—1)+0.25 - Xy (t—2)+
+0.125 - Xy (t=3)+0.1 - X1(t—4)+0.025 - X, (i=5).

The weighting coefficients were set using the method
of exponential smoothing.

Method 5. Using the model of autoregression (AR(p))
based on the assumption that there exists 3-year cycles
in the data-seasonality.

General results for missing data imputation are pre-
sented in Table 2.

As comparative analysis of using different methods
of imputation showed, the best results were achieved
using linear regression. This method could be used for
any percentage of missing data. The methods of miss-
ing values imputation by the average between the first
previous and the first subsequent values, usage the ex-
ponential smoothing of 5 previous values, usage of auto-
regression model could not be used when the number of
missing data was more than 20, 25 and 15 % respectively,
because in those cases it would appear long sequences
of omissions.
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Tahle 2
The means of MAPE which were computed by predictive modelling of agriculture indicators using various methods of imputation for missing data
Methods of missing values imputation
Main indicators of agricultural Using the Replacing using the Impute missing value by the average ) Using the
production standard linear | average value by the | between the first previous and the first Expnner}tlal model of auto-

regression sample subsequent values smoothing regression
Grain and leguminous crops (x) 15.055 32.182 13.41 19.639 20.943
Sugar beet (factory) (xz) 19.094 69.172 15.264 23.800 30.368
Sunflower (xs) 32.139 78.297 11.274 18.239 22.738
Potatoes (x4) 11.141 13.534 8.373 12.738 12.731
Vegetables (x5) 10.116 28.780 6.504 10.931 12.644
Meat (in slaughter weight) (xg) 8.406 46.918 6.319 14.716 12.007
Milk (x7) 5.537 35.378 4.761 9.166 9.078
Beef and veal (xg) 6.846 66.220 5.552 12.778 10.085
Cattle (xg) 4.478 42.580 3.743 8.3819 7.105
Pigs (x;0) 11.028 54.886 10.190 16.366 21.437
Sheeps and goats (x11) 22.817 97.532 7.342 17.132 15.211
Average MAFPE 12.535 45.897 8.370 14.610 15.300

Short term forecasting for the gross domestic pro-
duct (GDP) in Ukraine in terms of structural reforms is
considered. Among possible independent variables are the
following: consumer price index (CPI), production price in-
dex (PPI), tax deductions (TD), and natural gas price (NGP).

The model types, shown in Table 3, are as follows:
autoregression with different lags, autoregression AR(12)
with linear trend (AR(12)+¢1), autoregression AR(12) with
explaining variables such as CPI, PPI, TD and NGP. Dy-
namic Bayesian network (BN) was constructed using the
same variables. The best forecasting result provided AR(12)
with linear trend that resulted with MAPE=4.57 %.

Tahle 3
Results of forecasting model building for GOP
Model adequacy | Forecast quality (MAFE)
Hodel type ;4 DW | traditional :;Szgittig:n
AH(1) 0.901 | 1.87 13.99 12.78
AH(5) 0924 | 2.04 10.37 9.03
AA(12) 0978 | 1.63 5.69 4.85
AR(12)+11 0982 | 1.94 4.74 4.57
AR(12)+CPI+PPI+TO+NGP| 0.981 | 1.57 5.51 5.38
Dynamic BN - - - 6.49

The problem of credit borrowers’ classification or their
solvency estimation is considered as another example. The
following characteristics of clients were used: previous
solvency data, age, credit sum, type of currency (local
or USD), term of crediting, term of residing in defined
area, marital status, number of children, type of credit,
and gender. The uncertainty met in this example was in
the form of incomplete records. It was established with
Bayesian network that maximum model accuracy reached
was 0.764 at the cut-off value 0.3. The statistical crite-
ria characterizing quality of the models constructed are
given in Table 4.

The best models for estimation of credit return probability
turned out to be discriminant analysis, logistic regression
and Bayesian network in both cases (the use of commercial
software and the DSS proposed). The best common accu-
racy (CA) was shown by discriminant analysis (0.837 and
0.865), and logistic regression (0.798 and 0.829), though
Bayesian network showed higher Gini index than logistic
regression (0.689). The decision tree used is characterized
by Gini index of about 0.583, and CA=0.763. It should
be stressed that acceptable values of Gini index for de-
veloping countries like Ukraine are in the range 0.4—0.6.

Tahle 4
Quality of the models constructed for clients solvency estimation

Common method Common accuracy

Model type Gini AL common | proposed

index method method
Discriminant analysis 0.723 0.891 0.837 0.865
Bayesian network 0.689 0.845 0.764 0.787
Logistic regression 0.678 0.847 0.798 0.829
Decision tree (CHAID) 0.583 0.791 0.763 0.774
Linear regression 0.386 0.647 0.616 0.637

7. SWOT analysis of research results

Strengths of the method are:

— increase of the quality of the forecast estimates cre-
ates conditions for optimizing decision-making process
regarding control of particular industries development
and the national economy as a whole;

— achieving the best results of the usage of the ideo-
logically different techniques of modelling and risk
forecasting what creates a convenient basis for com-
bination of various approaches;

— estimation schemes proposed also help to cope with
the model parameters uncertainties;

— the method was proposed for data imputation that
is effective even if there are 30 percent of gaps.

s
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Weaknesses are:

— lack of instant results due to appropriate tracking

of the computational processes at all data processing

stages;

— it is necessary to prepare carefully the input data

sets;

— the experts should be involved at the stage of prepa-

ration of data due to the need to process time series

with a significant number of gaps.

Opportunities are:

— rapid adaptation with the use of new parameters,

estimation techniques, forecasting methods;

— automatic model selection realization is very easy

in modern decision support systems;

— quality increasing of results of prognostic model-

ling is achieved thanks to appropriate tracking of the

computational processes at all data processing stages.

In the future studies it is supposed to expand DSS
functionality with new model types, namely combinations
of statistical and intellectual data analysis techniques, as
well as new parameter estimation methods enhancing DSS
possibilities regarding various data distributions. The cri-
teria bases will also be expanded with improved combined
criteria for automatic model selection. The whole data
processing procedure including model building, forecast
estimating and alternative decisions generating will be
controlled automatically by DSS itself.

Threats are:

— risks of wrong decision due to lack of experience in

decision-making in the context of sharp socio-political

changes in the country;

— lack of long enough time series of socio-economic

and financial indicators for processing;

— risk does not take into consideration all factors re-

levant to the specific study presented.

1. The study of adaptive modelling methods for forecast-
ing development of economic and financial processes and
prediction of losses of the risks under uncertainty is carried
out. The general methodology for mathematical modelling
and forecasting economic and financial processes, and risk
estimation that is based on system analysis principles is
considered. Methodology for application of optimal Kal-
man filter, multiple missing data imputation techniques,
alternative methods for model parameter estimation, and
Bayesian programming approach of applied techniques to
solving selected problem was justified.

2. In current circumstances of reforms and abrupt
changes in macroeconomic policy using appropriate sta-
tistical data in the context, the decision maker faces the
problem simultaneously to overcome the uncertainties of
almost all types, namely structural, statistical, parametric,
probabilistic and amplitude uncertainty. That is why it
was proposed the scheme of the research in the form
of predictive modelling the risks for socio-economic and
financial processes using adaptive approach.

3. Also the method was proposed based on adaptive
algorithm that provides a possibility for easy extension
by the new parameter estimation techniques, forecasting
methods, economy and financial risks estimation procedures
as well as decision alternatives generation. The adaptive
estimation schemes that also help to cope with the model

parameters uncertainties were proposed. The feature of this
adaptive algorithm is that it provides a possibility for easy
extension of its functional possibilities with new parameter
estimation techniques, forecasting methods, economic and
financial risks estimation procedures, and decision alterna-
tives generation. High quality of the final result is achieved
thanks to appropriate tracking of computational processes
at all data processing stages: preliminary data processing,
model structure and parameter estimation, computing of
short- and middle-term forecasts, and estimation of risk
variables (parameters) as well as thanks to convenient for
a user intermediate and final results representation. The
modelling methodology is based on ideologically different
techniques of modelling and risk forecasting what creates
a convenient basis for combination of various approaches
to achieve the best results.

4. The methods proposed in the frames of decision
support system were used successfully for solving practical
problems of dynamic processes forecasting and risk esti-
mation in economic and financial systems. The methodo-
logy of data imputation in adaptive scheme as proposed
above was applied to short term forecasting non-stationary
non-linear processes characterized by seasonality. While
solving this task the method was proposed for data im-
putation based on the use of the five available previous
measurements weighted by specially selected coefficients.
As another example considered was the problem of credit
borrowers’ classification or their solvency estimation. The
best models for estimation of the credit return probability
turned out to be discriminant analysis, logistic regression
and Bayesian network in both cases (the combined use
of commercial software and the DSS proposed).

Application of the proposed methodology will allow
promoting the growth of national economy, ensuring the
national food security, controllability of ecological situa-
tion etc.
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DESIGNING SECURITY OF PERSONAL
DATA IN DISTRIBUTED HEALTH CARE
PLATFORM

O6’ckmom docrioncenis € pospobka cucmemu erexmponnoi meoxapmu (EHR), npusnauenoi odnouacno sx
051 83A€EMO0IT Nayienm-1KYOUUL 1ikap, max i Oas 00Mily AHOHIMIZ08AHUMU OAHUMU MINC DISHUMU MeOUUHUMU
opeamizauismu 0ns ix nodarvuoi 06podxu ma nobydosu anarimuunux mooeneil. Ilocmitinuil monimopune cmany
nayienma, a maxoyic KIKicmy i akicmov 006pobaeHux 0anux € KIouoeuUMU Paxmopamit, uo GNIUSams Ha MouHicmy
nocmanosku 0iaznosy i no0a bl JKapcoki pexomendayii. Crio saysaxcumu, wo Oiivuicms cyuacuux nioxodie do
npoexmyeanns EHR-cucmem € epasiusumu 00 amax yiiichocmi 0anux i we 003604s10mv 00 MiHI0BAMUCS iHpOp-
MAUier0 3 UMY Op2anizayismi, 36epizaiouil NPu yboMyYy JKAPCOKY MAEMHULIO, W0 NPUEO0UMb 00 HAAGHOCNI
Y OKpeMUX aKmopie Jume HeBeuKux (ppazmenmosanux oamacemis. Bajiciusum nanpamxom Ois noiinuens
icnyrouux piwens € 6esnexa 0OMiny iHGOPMAUIEIO MINC HATNIILHUMU CMAPM-CEHCOPAMU.

Y daniii po6omi npononyemucs posbumu apximexmypy na wapu 3 éudiienumu sonamu besnexu. Ils ¢ppazmen-
mauyis 0036015€ ePEeKMUBHO CeZMeHMYBAU IHPPACTPYKMYPY, O0360AAI0OUU KOHCHOMY CLeMEHMY 3ACMOCO8YEAMI
€601 eaacui sumozu 0o aymenmupixayii i asmopusayii, BUKOPUCMOosyoulU Pisni nidxoou 0o saxucmy ingopmayii.
Jodamxosum epexmom 4pozo nioxo0y € 3HUNCCHHS HABANMANCCHHS HA MePecy | YHuKHenHs npodiem be3nexu
WAAXOM MiHIMIzauii nepedaui kongioenyiinux danux (nanpuxiad, nposodumu 6a3osutl 36ip ma 06podKy oanux
na cmapm-cencopax). Ipononyemocs sukopucmanis O10KUen-mexnonozii 0is 3abesneueniis Yinichocmi 0anux
3 euxopucmanam ogpp-uetin 6asu danux 0ns onmumisayii 3éepizanis ma weUOKoCmi mpansaxuyii. 3acmocyeanis
MPC-npomoxoiy 00360156 0OMINIOBAMUCS OAHUMU MINC NAPMHEPCOKUMU OP2ZAHIZAUIAMU Ol CRIILHUX PO3PAXYHKIE
i nasuanns ml-modeneil, ne noxasyiouu paxmuuni oanui.

IIpononosani nidxodu 00360as10mMb CMEOPIOGAMU HAOINY, ZHYUKY 1 6 MO Jce uac be3neuny naamgpopmy ois
300py Kongidenyitnux oanux, ix anarisy i 00podKu po3nodiienoio 6azamoaxmopHoio CUCMeMOI0, BUKOPUCTIOBYIOUU
nepesazu mymannux oouuciens, onoxuetna ma MPC.

Kmouosi cnosa: Gesnexa erexmponnoi xapmu nayienma, O10Kuetn 6 medunuii, besnexa ocooucmux 0anux,
be3nexa mepexc HamiLbHUxX 0amuuxie.

Petrenko A.,
Kyslyi R,
Pysmennyi L.

Record (PHR) systems and partly automating inferences
and decision-making process for physician assistance that
can be applied to the new connected e-Health paradigm.
It allows simultaneous integration of PHRs information,
body sensor networks’ (BSN) streams, activity data and
context for better outcomes in preventive health as well as

1. Introduction

Fast development of different wearable health moni-
toring and tracking capable devices allows collection and
processing of patient’s data during his everyday activity.
By integrating these data sources with Personal Health

;10

TEXHOMOTTYHHIA AYAUT TA PESEPBH BHPOEHHLUTBA — No 4/2(42), 2018, © Petrenko A, Kyslyi B, Pysmennyi .



